CLIMATE MODEL EVALUATION WITH

Global climate models are now being generated at higher and higher resolutions
and thus simulating more complex Earth system interactions. To assess this vast

amount of data, scientists are turning to an increasing number of advanced
statistical methods, such as neural networks.

Previous studies have found that neural networks use regional patterns to predict
simple characteristics of climate data (e.g., identify the year of a map)
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After training on climate model data, we input annual-mean (global) maps from
‘ M P I observations (ERA5-BE/20CRv3 reanalysis). The neural network mostly predicts
them as the multi-model mean ensemble class for each year.

‘ Cq n ESMZ In addition to using other climate variables, the neural network architecture can
be adapted for climate model comparison/evaluation in regions with known large
biases, such as over the Arctic or the Southern Ocean

HIDDEN LAYERS

Train 2-layer artificial neural network on maps of temperature from climate model large ensemble data




